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Abstract. With the recent advancement in technology, we can effort-
lessly collect a vast amount of visual data and access powerful ways
of processing them. Such advancements in Facial Recognition Technol-
ogy(FRT), have abetted its use in understanding, modeling and predict-
ing human behaviour. Depending on the racial diversity of the dataset
used to train these FRT algorithms, certain biases maybe be perpetu-
ated by the algorithm and the researcher may not adequately account for
these discrepancies. In this paper we aim to analyze recent publications
on FRT benchmarks, and propose questions on the racial composition
of datasets and accuracy reports on racial subgroups. Our analysis indi-
cates that a significant portion of the papers does not consider any kind
of bias, some racial groups are underrepresented in the datasets used,
and there is a need for taking these factors into account while analyzing
facial data, otherwise posing limitations in the performance of the FRTs.

Keywords: Facial Recognition Technology · Ethics in AI · Artificial
Intelligence.

1 Introduction

Owing to the advent of artificial intelligence in every aspect of our lives, there is
an increase in use of machine learning algorithms to predict and analyse human
behaviour, from song recommendations on music apps, to FRT used in CCTV
footages to identify a suspect, or non-intrusive detection of fever and contract
tracing. [1], in a report proposed that substantial improvements in FRT accu-
racies have been achieved in the last 5 year(2013-2018) and subsequently, FRT
has been widely used to improve security and surveillance, as well as healthcare,
marketing and retail. [2] elaborates on how China and South Korea have utilised
the effectivity of FRT along with other metrics to flatten the curve on COVID
instances as well as COVID related mortalities. Despite the use of technology
motivated by societal well-being, there might be serious consequences of mis-
classification by these algorithms, for example in case of decisions on identifying
a potential criminal or a potential candidate for a job position, which is being
increasingly automated through these algorithms [3], and through Israel based
companies like Faception[4], which claims to be able to accurately predict intel-
ligence and inclinations towards terrorism, solely through analysing facial data.
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Many attempts have also been made to model and identify human emotions
through only facial data [5].

There are a vast number of deep learning algorithms currently used in face
classification and recognition, which have also been made easily available to users
through most smart phones. The algorithms used here are often developed by
training on pre-labelled datasets, and the problem is further magnified when we
observe the racial and gender composition of the datasets used. [6] shows that
algorithms trained on unbalanced and biased data, may perpetuate the history
biases towards race or gender in its applications. Previous research like [7][8]
have tried to explore the differences in algorithm accuracy across facial data
from different races. In pre-deep learning era, [9] was one of the initial papers
exploring racial bias in algorithms, and suggested that recognition accuracy was
greater for the majority race composition of a dataset. [10] evaluated algorithms
on multi-class demographic groups and concluded that VGG-Face, although out-
performed other algorithms on classification, also exhibited a large difference in
its evaluation metrics between images of Caucasian individuals and that of Black
individuals.

Further many algorithms developed may not take race into consideration at
all, for example, [11] explores convolutional networks to detect melanoma from
image samples with high accuracy, but does not take into account the need for a
balanced dataset having labels for racial characteristics, like skin colour, amount
of hair, etc. This might lead to subpar performance of the algorithm for different
races in a population which are not well represented in the dataset on which the
algorithm is trained on. [12] ,through analysing data from 100 police departments
North America, revealed that African American people are far more likely to be
subjected to facial recognition searches than any other race or ethnicity. [13]
shows that some FRT systems have high tendencies of misclassifying along both
race and gender lines for the minority groups. [14] further characterizes the skin
type distribution across IJB-A and Adience, two facial analysis benchmarks,
and conclude that the data is majorly composed of light skin sample points, to
a fascinating 79.6% and 86.2% for IJB-A and Adience, respectively.

Although there has been marked improvement in facial analysis algorithm,
both due to the ease of gathering visual data and analysing them with high-
parameter deep neural networks, the improvement in its performance has not
been universal to every section of the population. In this paper, we analyse 30 pa-
pers on FRT on how they approach facial recognition datasets, and how well the
authors take into account the racial composition of datasets used, and compen-
sate for those discrepancies in their methodologies and findings. The objective
here is to find what factors researchers in FRT need to take into account while
analyising facial data of a particular racial composition, and what limitations
might be posed otherwise. In our approach, we analyse the articles based on the
following questions - if the articles mention racial bias, or any other type of bias,
proportion of the different races mentioned, the algorithms implemented in each
paper, and the sources of the datasets the algorithms were trained on.
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2 Research methodology

To understand how much modern machine learning algorithms are racially biased
and if researchers take care about data acquisition, we will analyze more than
30 scientific articles from Mendeley and all the publications analyzed in our
study are referenced in Annex I. To be more precise in finding research that
demonstrates modern approaches in facial bias determination and its analysis in
the machine learning algorithms we consider finding publications that apply the
state-of-the-art approach and are mainly published in the last five years. The
following words were chosen as keywords to search for articles: “bias”, “racial
bias”, “gender bias”, “age bias”, “face recognition”, “race”, and “ algorithm”.

The current research takes into account the fact that the European Commis-
sion formulated restrictions for FRT usage[15], which influences methodology
and limitations. Data collection must be neutral to prevent any bias and be
ethical. The high level of accuracy in machine learning algorithms should be
maintained. It is important to observe relationships between other types of bi-
ases to understand any correlation between them and their influence on FRT.
This is why it was decided to analyze articles mainly related to the FRT and as
one of the metrics to subdivide the type of bias referred to in the article.

To proceed with the data from given articles, to provide researchers in the
field of face recognition the ability to be aware of current trends in FRT biases
according to the mentioned limitations were formulated categories and their
parameters (Table 1).

The first category is a reference to racial bias in collected articles to under-
stand how much FRT on analysis of the influence of racial bias. The proportions
of different races and other types of biases, and algorithms mentioned in arti-
cles are chosen as other categories because it is important to understand the
weaknesses of FRT and each technology used in publications. The source of data
could demonstrate the probability of biases related to data sources and specifics
in the data processing.

Table 1: :Categories used to identify different biases described in each research.

Categories Values

Does the article mention racial bias? Yes / No

Proportion of different races mentioned
African, Asian, Black, Caucasian,
Indian, White, Other

Does the research use particular algorithm? Yes / No

Proportion of algorithms that were used? ResNet, CNN, FG, NEC, DQN, etc.

Proportion of other types of bias mentioned in
the research

Age, Gender, Skin, Gender

Source of data
EU, USA, UK, ASIA, Global,
Turkey
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(a) (b)

(c)

Fig. 1: Proportion of papers discussing a)race as a factor in FRT, b) different
races mentioned, c) other biases.

3 Results

As shown in Figure 1a, we see that more than half of the papers (53.3%) discuss
the issue of race bias. As it is a very current topic, most researchers take it into
account when doing their research.

We were also interested in investigating which races these publications were
about, whether they focused more on some human races in particular or on
several races at the same time. From what we see in Figure 1b, 28.9% of the
publications mention ”African” or ”Black” races and 26.7% mention Asian races.
These two being the most repeated human races in the papers analysed. On the
one hand, the black races are the most legally disadvantaged by FRT[16]. On the
other hand, we have seen after our study, that in the Asian continent there is a
high growth of interest in this technology, especially oriented to face recognition
using facial masks, due to the urgency caused by the Covid-19 pandemic[17].

We also wanted to analyse the origin of the datasets used in the analysed
papers. With this we can observe in which regions of the globe we find more data
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Fig. 2: Proportion of papers a)using algorithms, b) algorithms used, c) sources
of dataset used.

regarding facial images. We see that most of the datasets come from Europe,
Asia (China being the most relevant subregion) and USA in this order.

We also analysed what percentage of the publications used some algorithm
in their research, or if on the contrary, they were limited to survey different
people or to deepen the study of other papers. In Figure 2a we see that 3 out of
5 publications related to FRTs mention some algorithm related to this topic.

In Figure 2b we have plotted the frequency with which the algorithms ap-
peared in the different papers. We have created the figure by obtaining the
frequency of repetition of each algorithm as a function of the total used in the
papers. We can see that there is an abundance of them and no one algorithm is
the most used. The 3 most used ones are ResNet, FisherFaces and DebFace.

Finally, we wanted to see what other types of biases are taken into account
in the publications we analysed. As we can see in Figure 1c, 44.4% of the papers
analysed do not take into account any type of bias related to the subject anal-
ysed. On the other hand, the same proportion also takes into account gender
bias. This indicates that the majority of publications that analyse race bias also
do so with gender.

It should be noted that with a larger volume of papers analyzed we would
have a better accuracy in drawing any conclusions, but due to the limited time
we had to do the research, we were only able to analyze 30 papers.
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4 Conclusion

In our paper, we attempt to explore to what extent researchers in the field of
FRT take into account the racial composition of their training datasets, and how
they report their findings as a function of the different races. We analysed 30
papers in the field of FRT, and identified the datasets and algorithms used in
those publications, along with whether racial or any other bias was addressed in
the paper, which races were discussed while defining the dataset, and the source
of the visual data used to train their algorithms. We can conclude from our study
that racial bias is still an ongoing issue in the field of visual data, especially FRT,
and there is a need for inclusive and balanced datasets and accuracy reports on
different racial subgroups for evaluation of a particular algorithm, and an active
effort to make up for the discrepancies in the availability of data for particular
subgroups as well as to mitigate unequal performances of algorithms on minority
data.

The analysis in this paper is only limited to 30 publications, which may not
be a sufficient representation of the current state of bias. We also haven’t ade-
quately analysed the intersectional aspect of bias in FRT across race, gender and
sexuality, and how the factors interact with each other. Future work is required
on larger sample set of publications, and further explore the intersectionality of
bias exhibited by FRTs, based on race, gender, age, sexuality and other criterias.
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